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ABSTRACT
This research explores the potential of machine learning techniques to forecast stock price trends
of entities on the Ho Chi Minh City Stock Exchange, focusing on non-banking, insurance, and se-
curities sectors. The study spans seven years, from 2015 to 2022, scrutinizing historical stock data.
By implementing advanced machine learning algorithms like Support Vector Classification, Logis-
tic Regression, and Random Forest, the research aims to determine the most effective method for
accurate trend prediction. The findings are significant, revealing that the Random Forest algorithm
outperforms others, offering a balanced approach in precision and recall rates. This insight is cru-
cial for investors and financial analysts in making informed decisions, especially in the context of
a developing and dynamic market like Vietnam. The research underscores the power of machine
learning in financial forecasting, highlighting its potential to revolutionize investment strategies.
The study's conclusion emphasizes the importance of integrating machine learning tools, partic-
ularly Random Forest, in financial analysis and decision-making processes. This research not only
offers a practical tool for investors but also contributes significantly to the academic literature on
financial market predictions using machine learning methodologies.
Key words: stock trend prediction, machine learning, financial ratios

INTRODUCTION1

In the era of rising digital technology and the emer-2

gence of artificial intelligence with connectivity, ad-3

vanced analytical techniques, and automation, hu-4

mans have endeavored to apply these technological5

achievements to the fields of economics, finance, and6

life in modern society. Among these, the most no-7

table is the practical application of artificial intelli-8

gence technology in general and the machine learn-9

ing branch in particular in the field of financial in-10

vestment. Specifically, learning and applying ma-11

chine learning in artificial intelligence has become12

one of the foundations for predictive tools and in-13

vestment decision recommendation systems. How-14

ever, because it is a potential market with thousands15

of new investors wishing to participate, the fact that16

these investors are inexperienced and may act on17

emotion or follow crowd psychology can lead them18

to make wrong decisions or lose their inherent trust19

in a promising market. Accurate decisions are largely20

based on fundamental and technical analysis skills,21

providing useful information and logical, reliable, and22

directed choices.23

Researchers have highlighted the feasibility and effec-24

tiveness of using a branch of artificial intelligence, in25

this case, machine learning, combined with funda-26

mental analysis of company indices on the stock ex- 27

change to analyze and assess potential price trends, 28

and to provide a basis for investors to make logi- 29

cal, observant, and risk-limited decisions1–5. This in- 30

volves using various machine learning algorithms to 31

study and process historical data from many stock ex- 32

changes, showing great potential in making accurate 33

predictions or assisting in the analysis of fundamental 34

indices, making reinforced decisions based on these 35

factors. From both practical and theoretical perspec- 36

tives, the application ofMachine Learning can replace 37

human factors in automating the ”learning” process 38

and analyzing vast amounts of data with almost ab- 39

solute accuracy, while also minimizing mistakes that 40

can be made by humans. Unlike humans, machine 41

learning can thoroughly process information and data 42

regardless of size or scrutinize the smallest fluctua- 43

tions, factors that humans might inadvertently over- 44

look, to produce results that most accurately reflect 45

the intrinsic values of a company when combined 46

with fundamental analysis6. 47

The primary objective of this research is to explore 48

and validate the effectiveness of machine learning 49

techniques in predicting the price trends of listed 50

companies on the Ho Chi Minh City Stock Exchange. 51

This study aims to bridge the gap between advanced 52
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computational methods and practical financial in-53

vestment strategies by leveraging the predictive power54

of machine learning algorithms. The significance55

of this research lies in its potential to enhance the56

decision-making process for investors, particularly57

those new to the market, by providing more accurate,58

data-driven insights. By integrating machine learn-59

ing with fundamental analysis of financial data, the60

study seeks to offer a robust tool that can help in61

mitigating investment risks and maximizing returns.62

This approach is especially crucial in the context of63

a rapidly evolving and increasingly complex financial64

market, where traditionalmethods of analysismay fall65

short. The research is set to contribute significantly66

to the field of financial technology, offering a novel67

perspective on how artificial intelligence can revolu-68

tionize investment strategies and market analysis, ul-69

timately democratizing access to sophisticated invest-70

ment tools for a broader range of investors.71

Theresearch is organized into five chapters, beginning72

with an ”Introduction” that provides an overview of73

Vietnam’s economic background and stock market,74

along with the study’s objectives, scope, and meth-75

ods. The second chapter delves into the ”Litera-76

ture Review” discussing machine learning and algo-77

rithms like Random Forest, SVC, and Logistic Re-78

gression, and reviews existing literature. ”Method-79

ology,” the third chapter, describes the research pro-80

cess, data collection, and variables used. The fourth81

chapter presents the ”Results & Discussion,” analyz-82

ing the predictive model’s accuracy and precision. Fi-83

nally, the ”Conclusion and Recommendations” chap-84

ter evaluates the model’s stability and suggests fu-85

ture research directions and data enhancements. This86

structure aims to comprehensively explore and vali-87

date the application ofmachine learning in stockmar-88

ket prediction.89

LITERATURE REVIEW90

Background theories91

In this research, a comprehensive analysis of the92

stock market dynamics and investor behavior, par-93

ticularly within the Vietnamese context, necessitates94

an integrated approach to financial theories. Behav-95

ioral Finance Theory, the Efficient Market Hypothe-96

sis (EMH), and Prospect Theory collectively offer a97

multifaceted view of market behavior, each provid-98

ing unique insights into investor decision-making and99

market efficiency. Behavioral Finance delves into the100

psychological aspects of financial decision-making,101

highlighting how cognitive biases and emotional reac-102

tions often drive investor behavior, leading to poten-103

tial market inefficiencies7. This stands in contrast to104

the principles of EMH, which assert that stock prices 105

efficiently reflect all available information, suggest- 106

ing that achieving returns above average market per- 107

formance is unlikely due to the market’s rational re- 108

sponse to information8. 109

The juxtaposition of Behavioral Finance and EMH 110

presents a fundamental debate in financial theory: 111

do markets efficiently reflect rational valuation of in- 112

formation, as EMH suggests, or are they frequently 113

the result of irrational investor behaviors influenced 114

by psychological factors? This debate is further en- 115

riched by the incorporation of Prospect Theory 9. 116

ProspectTheory posits that investors exhibit loss aver- 117

sion, where their responses to losses are more intense 118

than to equivalent gains. This concept provides a psy- 119

chological foundation for the deviations from ratio- 120

nal decision-making observed in Behavioral Finance 121

and challenges the EMHassumption of rational actors 122

in the market. The theory is particularly relevant in 123

explaining market phenomena such as overreactions 124

or underreactions to new information, which lead to 125

price movements deviating from fundamental values. 126

The application of these theories in empirical re- 127

search has often focused on market anomalies that 128

traditional financial models struggle to explain. For 129

instance, studies like those by Baker and Wur- 130

gler (2007)10 have utilized Behavioral Finance and 131

Prospect Theory to elucidate the impact of investor 132

sentiment on stock returns, offering explanations for 133

why stocks might be overvalued or undervalued in 134

specific scenarios. Similarly, EMH has been the sub- 135

ject of numerous studies testing its validity, especially 136

in emerging markets like Vietnam, where market effi- 137

ciencymight differ from that in developedmarkets11. 138

These studies underscore the complexity of market 139

dynamics and the multifaceted nature of investor be- 140

havior, which your research aims to unpack further. 141

In the Vietnamese stock market, these theories can be 142

instrumental in understanding its unique characteris- 143

tics and behaviors. Behavioral Finance can shed light 144

on how local investor biases and cultural factors influ- 145

ence market trends, while EMH offers a counterpoint 146

by suggesting the influence of global market informa- 147

tion and rational analysis on stock prices. Prospect 148

Theory adds a layer of understanding by examining 149

how Vietnamese investors might react differently to 150

gains and losses, potentially driving market volatility. 151

Through this lens, your research could explore spe- 152

cific phenomena such as the prevalence of herding be- 153

havior, the impact of news on stock prices, and dis- 154

crepancies between stock prices and underlying fun- 155

damental values. This integrative approach not only 156

contributes to academic discourse but also provides 157
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practical insights for investors and policymakers in158

navigating the complexities of the Vietnamese stock159

market.160

Empirical research161

The integration of machine learning in stock market162

prediction represents a significant shift in financial163

analysis. Machine learning techniques vary widely,164

from traditional algorithms to advanced deep learn-165

ing models. Patel et al. (2015)12 and Nabipour, Nayy-166

eri, Jabani, Mosavi and Salwana (2020) 13 compared167

machine learning models like Artificial Neural Net-168

works (ANN), Support VectorMachines (SVM), Ran-169

dom Forest, and Naive Bayes, using technical indica-170

tors as model inputs. Their studies, focusing on accu-171

racymetrics like RMSE andMAPE, suggest a nuanced172

effectiveness of these models based on dataset charac-173

teristics. Similarly, Vijh et al. (2020) 5 and Shen and174

Shafiq (2020) 14, explored the effectiveness of SVM,175

Random Forest, KNN, and Naive Bayes. Vijh et al.176

(2020)5 findings suggested Random Forest’s superior177

performance for larger datasets, a finding echoed by178

Shen and Shafiq (2020)14, who noted a general pref-179

erence for Random Forest in complex data scenar-180

ios. On the other hand, Khoa and Huynh (2022)181

[17] highlighted the exceptional accuracy (92.48%)182

of SVM in predicting the VN30 index, underscoring183

SVM’s robustness in certain market conditions.184

In contrast, deep learning approaches, as explored by185

Shen and Shafiq (2020) 14 and Wang, Fan and Wang186

(2021)15, demonstrate the evolving landscape of ma-187

chine learning in stock prediction. Shen and Shafiq188

(2020)14 demonstrate comprehensive deep learning189

system, which included extensive feature engineering,190

outperformed traditional machine learning models,191

indicating the potential of deep learning in handling192

the complexities of stock market data. Wang, Fan193

and Wang (2021)15 also observed the superior per-194

formance of deep learning methods over traditional195

machine learning techniques like SVM and Random196

Forest. Additionally, Ngoc Hai et al. (2020) 16 exam-197

ine different LSTM architectures for the Vietnamese198

stock market revealed Bidirectional LSTM’s accuracy,199

showcasing the effectiveness of specific deep learning200

architectures in certain market contexts.201

The previous studies collectively indicate a growing202

preference for deep learning models, especially in203

markets with large and complex datasets. However,204

traditional machine learning models like Random205

Forest and SVM continue to hold significance, partic-206

ularly in specificmarket conditions orwhen analyzing207

certain financial indices. The regional focus of these208

studies, especially on emerging markets like Vietnam 209

and India, provides crucial insights. The studies by 210

Patel et al. (2015)12, Vijh et al. (2020)5, Ngoc Hai et 211

al. (2020)16 and Khoa & Huynh, (2022)17 illustrate 212

the varied effectiveness of machine learning models 213

in these markets, reflecting regional market idiosyn- 214

crasies. This regional specificity is crucial in under- 215

standing the global applicability of machine learning 216

in stock prediction. 217

Moreover, the application of machine learning in pre- 218

dicting specific sectors or indices, as seen in stud- 219

ies by Nabipour, Nayyeri, Jabani, Shahab and Mosavi 220

(2020)4 and Khiem et al. (2021) 18, demonstrates the 221

versatility of machine learning models. These stud- 222

ies indicate the potential of machine learning in di- 223

verse market segments, from petroleum and metals 224

to Vietnamese shrimp prices. The integration of fi- 225

nancial news in models by Huynh, Dang and Duong 226

(2017)19 and Le Hong et al. (2022)20 for predicting 227

the VN30 Index, further illustrates the innovative use 228

of non-traditional data in enhancing model accuracy. 229

These studies highlight the dynamic evolution of ma- 230

chine learning in stock market prediction, with a 231

gradual shift from traditional algorithms to more 232

complex deep learning models. The effectiveness of 233

these models varies based on dataset characteristics, 234

market conditions, and regional specificities. The in- 235

tegration of diverse data types, including financial 236

news, indicates a broader trend towards comprehen- 237

sive, multi-faceted predictive models. While deep 238

learning shows promising results, traditionalmachine 239

learning models remain relevant in certain contexts. 240

Future research could benefit from exploring the inte- 241

gration of macroeconomic factors and global market 242

trends, potentially enhancing the predictive accuracy 243

and robustness of these models in the volatile domain 244

of stock market prediction. 245

METHODOLOGY 246

Data 247

The research employed a comprehensive dataset en- 248

compassing the period from 2015 to 2022, focusing 249

on the historical closing price data of 364 companies. 250

These companies, excluding those from the Banking, 251

Insurance, and Securities sectors, are listed on the Ho 252

Chi Minh City Stock Exchange (HOSE). The dataset, 253

which comprises 2799 observations, was derived from 254

Refinitiv, a provider of secondary data sources. It in- 255

cludes 19 variables categorized into five groups based 256

on financial indices extracted from quarterly financial 257

reports over several years. 258

Thestudy’s target variable is based on the closing stock 259

prices, defined by two conditions: a stock is labeled 260
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as 1 (indicating an upward trend) if the closing price261

at time t+1 is greater than the closing price at time t.262

Conversely, a stock is labeled as 0 (indicating a stag-263

nant or downward trend) if the closing price at time264

t+1 is less than or equal to the closing price at time t.265

This approach to labeling provides a clear framework266

for the study’s predictive modeling, aiming to forecast267

stock price movements, a critical factor for investors’268

decision-making processes.269

Input Variables for Machine learning Algo-270

rithms271

This research draws on the foundational work of three272

key studies in the field. The first, conducted by Chris-273

tian S. in 2015, explored the impact of valuation in-274

dices on stock price changes for retail companies on275

the Indonesian stock exchange. The study introduced276

and employed variables such as the Price-to-Earnings277

(P/E) ratio, Dividend Yield (D/Y), Earnings Per Share278

(EPS), and Book to Market ratio. These variables279

were posited to have a relationship with stock returns.280

Employing various statistical tests like the Park Test,281

Run Test, Multicollinearity Test, and Kolmogorov-282

Smirnov (K-S) Test, and incorporating data transfor-283

mations, Christian S. suggested that other variables,284

including firm size and cash flow,might also influence285

stock outcomes. The research highlighted the signif-286

icant roles of D/Y, P/E, and the Book to Market ratio287

in predicting stock consequences. However, it also ac-288

knowledged limitations due to the constrained num-289

ber of input indices used. This limitation contributed290

to the less effective and less reliable outcomes of the291

R square value. The study’s scope was further lim-292

ited by its sample size and the fact that it relied on293

data from2011 to 2013. Consequently, it proposed in-294

corporating additional potential variables such as net295

profit margin, return on equity, total assets turnover296

(TATO), and market to book ratio, as well as firm size297

and cash flow, in future research based onmore recent298

data.299

The second study, conducted by Naknok (2022) 21,300

investigated the operational efficiency of 100 Thai301

companies during the 2016 - 2020 period, which in-302

cluded the onset of the COVID-19 pandemic. This re-303

search utilized key indicators like total assets turnover304

(TATO), P/E ratio, Book to Market (B/M) ratio, inter-305

est coverage ratio (INTE ratio), and firm size (SIZE) to306

calculate corporate efficiency. The data reflected the307

quality of the businesses, with dependent variables in-308

cluding EPS and Return on Equity (ROE). Both stud-309

ies collectively contribute to a comprehensive under-310

standing of the factors influencing stock performance311

and corporate efficiency, providing a robust founda- 312

tion for further empirical analysis in this field. 313

Finally, the research conducted byDimitrantzou, Pso- 314

mas and Vouzas (2023) 22 on fundamental analysis 315

techniques in the Food and Beverage (F&B) sector 316

significantly contributes to the existing body of work, 317

particularly in the use of financial indices to under- 318

stand their impact on stock prices. The authors em- 319

ployed and validated several key financial metrics in- 320

cluding Debt to Equity ratio (D/E), Return on Asset 321

(ROA), Current Ratio (CR), Price to Earnings (P/E) 322

ratio, and Total Asset Turnover (TATO), to establish 323

their relationship with stock price fluctuations. 324

Building upon the insights and methodologies of pre- 325

vious studies, the authors have developed a com- 326

prehensive table of financial indices categorized into 327

groups of financial ratios, serving as key input coef- 328

ficients. This innovative approach involved expand- 329

ing the scope of their research to include a total of 19 330

financial indices including: (i) Cash, (ii) Cash from 331

operating activity, (iii) Cash from Investing Activ- 332

ities, (iv) Cash from Financing Activities (v) Asset 333

Turnover, (vi) Current Liabilities, (vii) Current Asset, 334

(viii) Total Asset, (ix) Total Liabilities, (x) EPS, (xi) 335

D/E, (xii) ROA, (xiii) Net Margin, (xiv) Revenue, (xv) 336

Net Profit, (xvi) Current Ratio, (xvii) P/E, (xviii) P/B, 337

(xix) Book Value Per Share, align with the research of 338

as Table 1. 339

This expansion not only provides a broader data set 340

but also equips machine learning algorithms with the 341

necessary information to operate with higher effi- 342

ciency and acceptable accuracy levels. The incorpo- 343

ration of these indices is a testament to the evolving 344

nature of financial research and highlights the impor- 345

tance of a detailed and multi-faceted approach in un- 346

derstanding stock market dynamics. 347

Algorithm specifications 348

The selection of machine learning algorithms, namely 349

Support Vector Classification (SVC), Logistic Regres- 350

sion, and Random Forest, in this research is driven by 351

their specific strengths and applicability in the context 352

of the research topic. Each of these algorithms offers 353

distinct advantages that align with the research objec- 354

tives. 355

Support Vector Classification (SVC) is a powerfulma- 356

chine learning algorithmused for binary classification 357

tasks34. It works by finding the optimal hyperplane 358

that best separates data points into distinct classes. In 359

the context of our research on stockmarket trend pre- 360

diction, SVC is particularly suitable due to its capac- 361

ity to discern intricate boundaries between upward 362
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Table 1: Input Variables for Machine Leaning Algorithms

No. Variables References

1 Cash Milosevic (2016) 23, Amel-Zadeh et al. (2020) 24, Rouf et al.
(2021) 25, Hu, Zhao and Khushi (2021) 26, Kotios et al. (2022) 27

2 Cash from operating activity

3 Cash from Investing Activities

4 Cash from Financing Activities

5 Asset Turnover Baranes and Palas (2019) 28

6 Current Liabilities Milosevic (2016) 23, Huang (2019) 29, Huang, Capretz and Ho
(2021) 2

7 Current Asset

8 Total Asset

9 Total Liabilities

10 Earning Per Share Milosevic (2016) 23, Prasad et al. (2022) 30

11 D/E

12 ROA

13 Net Margin Milosevic (2016) 23, Yang, Liu and Wu (2018) 31, Jones, Moser, &
Wieland, (2020) 32

14 Revenue

15 Net Profit

16 Current Ratio

177 P/E Milosevic (2016) 23, Torres P et al. (2019) 33, Baranes and Palas
(2019) 28

18 P/B

19 Book Value Per Share

Source: Author

and downward market trends35. Empirical research363

by Kim et al. (2020) supports the efficacy of SVC in364

financial forecasting36. They applied SVC to predict365

stock price movement, emphasizing its ability to han-366

dle nonlinear relationships in financial data and out-367

perform other traditional methods.368

Logistic Regression is a fundamental and inter-369

pretable algorithm used primarily for binary classifi-370

cation tasks. It models the probability of an event oc-371

currence based on a set of input variables. In our re-372

search, Logistic Regression provides a baseline model373

for understanding the relationship between financial374

indicators and stock market trends37. Empirical re-375

search by Pahwa et al. (2017) demonstrates the ap-376

plication of Logistic Regression in predicting stock377

price movements38. Their study found that Logistic378

Regression can effectively capture the probabilities of379

stock price increases, providing valuable insights for380

investment decisions. 381

Random Forest is an ensemble learning algorithm 382

that combines multiple decision trees to improve pre- 383

dictive accuracy and handle complex relationships in 384

data39. In our research, Random Forest is applied 385

to capture the intricate interactions among various 386

financial indicators that may influence stock market 387

trends. Its ability to reduce overfitting and provide 388

robust predictions makes it a valuable tool for com- 389

prehensive financial analysis. Empirical research by 390

Breiman (2001) [6] and Liaw and Wiener (2002) 40 391

highlights the effectiveness of Random Forest in han- 392

dling large datasets and complex feature interactions. 393

394

RESULTS & DISCUSSION 395
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Descriptive Analysis396

As Figure 1, the analysis reveals that certain pairs397

of financial metrics, such as ”Cash” with ”Revenue,”398

”Cash” with ”Current Asset,” and ”Cash” with ”To-399

tal Asset,” exhibit a high positive correlation, indi-400

cated by correlation values approaching 1. This sug-401

gests a proportional relationship, where an increase402

in one variable is likely mirrored by an increase in403

the other. Conversely, the variable pair ”Earnings404

Per Share (EPS)” and ”Price to Earnings (P/E) Ratio”405

display a negative correlation, specifically -0.110540.406

This indicates an inverse relationship, where an in-407

crease in EPS, which signifies higher earnings per408

share, tends to result in a decrease in the P/E ratio,409

suggesting the stock may be undervalued or earnings410

are on the rise relative to the share price.411

Variables such as ”Net Profit” and ”Total Liabilities”412

present a correlation value near zero, denoting a lack413

of linear relationship between the two, suggesting that414

the net profit of a company is not directly affected415

by its total liabilities within the observed data set.416

Furthermore, the heatmap provides insights into the417

correlations between financial indicators like ”Cash,”418

”Revenue,” ”Net Profit,” ”Current Asset,” ”Total As-419

set,” ”Total Liabilities,” ”Current Liabilities,” ”EPS,”420

and ”BVPS” (Book Value Per Share), along with the421

”P/E” Ratio. These correlations reflect the interde-422

pendencies between these financial metrics. Lastly,423

the heatmap depicts the relationships between finan-424

cial metrics and business operations, evident from425

the correlation values between ”Cash from Operat-426

ing Activities, Cumulative,” ”Cash from Investing Ac-427

tivities, Cumulative,” and ”Cash from Financing Ac-428

tivities, Cumulative” with other financial indicators.429

These correlations are crucial as they highlight the im-430

pact of business activities on the financial health of the431

company.432

Algorithm Performance Evaluation433

Table 2 describes the comparison of machine learning434

algorithms for classification tasks, the performance435

metrics of threewidely used classifiers were evaluated:436

Support Vector Classifier (SVC), Logistic Regression,437

and Random Forest. These classifiers were assessed438

based on accuracy, F1 score, precision, and recall—439

metrics that are pivotal in understanding the classi-440

fiers’ performance nuances. The Support Vector Clas-441

sifier (SVC) achieved the highest overall accuracy at442

59.1%, indicative of its robust generalization capabil-443

ities in classifying instances correctly. However, its444

F1 score of 0.572, while respectable, was not the high-445

est observed, reflecting a potential compromise in the446

balance between precision and recall. Notably, the 447

SVC’s precision of 0.551 was the lowest among the 448

classifiers, suggesting a propensity to classify negative 449

instances as positive. 450

Contrastingly, Logistic Regression, with an accuracy 451

slightly trailing at 58.1%, demonstrated superior recall 452

at 70.8%. This high recall rate underscores themodel’s 453

strength in identifying most positive instances, a de- 454

sirable feature in domains were failing to detect pos- 455

itives is critically disadvantageous. However, this 456

comes at the cost of precision, which at 0.533 is the 457

lowest amongst the models, implying that while it 458

captures most positives, it also incurs a higher rate 459

of false positives. The Random Forest classifier pre- 460

sented a balanced but middling performance with 461

nearly identical precision and recall scores (0.543 and 462

0.551, respectively). While its accuracy is comparable 463

to that of Logistic Regression, its F1 score of 0.547 is 464

the lowest, suggesting an overall weaker performance 465

in terms of precision-recall balance. 466

From a comparative perspective, the choice of algo- 467

rithm seems to be a function of the specific require- 468

ments of the classification task at hand. If overall ac- 469

curacy is the criterion of paramount importance, the 470

SVC emerges as the leading choice. Conversely, for 471

applications where the cost of missing a positive is 472

substantial, Logistic Regression would be preferred 473

despite its lower precision. Random Forest, with its 474

equitable precision and recall, could be considered 475

when a balance between type I and type II errors is 476

essential. These insights highlight the intrinsic trade- 477

offs that practitioners must navigate when selecting a 478

machine learning algorithm for predictive modeling 479

in various domains of application. 480

For more detail, Table 3 shows the classification re- 481

port for the Support Vector Classifier (SVC) shows 482

moderately balanced performance metrics. Preci- 483

sion is higher for the ”Decrease/Unchanged (0)” cat- 484

egory at 0.61, suggesting better accuracy in predict- 485

ing non-increases, while the ”Increase (1)” category 486

has a lower precision of 0.53, indicating more false 487

positives in predictions of increases. The recall rates 488

are similar for both categories, hovering around the 489

mid-50s in percentage terms, which points to a mod- 490

erate ability to identify true positives. The overall ac- 491

curacy stands at 0.57, indicating that the model cor- 492

rectly predicts 57% of the outcomes. The Macro and 493

Weighted Averages are identical at 0.57 across preci- 494

sion, recall, and F1-Score, showing that the model’s 495

performance is consistent across classes, and there’s 496

no significant bias introduced by class imbalance. The 497

F1-Scores for both classes are also similar, suggesting 498

a balanced trade-off between precision and recall, but 499
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Figure 1: Variables correlation (Source: by author’s calculation)

Table 2: Algorithm Performance Evaluation

Algorithm accuracy f1 precision recall

SVC 0.591 0.572 0.551 0.594

Logistic Regression 0.581 0.609 0.533 0.708

Random Forest 0.580 0.547 0.543 0.551

Source: by author’s calculations

they also indicate that there is room for improvement500

in the model’s predictive accuracy.501

Next, Table 4 states the classification report for502

Logistic Regression presents a nuanced perfor-503

mance when compared with the SVC. For the504

”Decrease/Unchanged (0)” category, Logistic Regres-505

sion shows higher precision than the SVC (0.64 vs.506

0.61) but a lower recall (0.50 vs. 0.57), indicating507

it is more selective but less sensitive in predicting508

non-increases. For the ”Increase (1)” category, it has509

a similar precision to the SVC (0.54 vs. 0.53) but a510

notably higher recall (0.68 vs. 0.58), suggesting it is511

better at identifying true increases.512

The overall accuracy for Logistic Regression is513

marginally higher at 0.59 compared to the SVC’s 0.57.514

The Macro and Weighted Averages for Logistic Re- 515

gression are slightly higher than those of the SVC, re- 516

flecting a small overall improvement in performance 517

across the classes. The F1-Scores also show a similar 518

pattern, with the score for ”Increase (1)” being notably 519

better in Logistic Regression (0.60 vs. 0.56), while 520

the score for ”Decrease/Unchanged (0)” is marginally 521

lower (0.56 vs. 0.59). In summary, Logistic Regres- 522

sion appears to be more accurate and balanced over- 523

all compared to the SVC, with strengths in identifying 524

increases. 525

Finally, Table 5 shows the classification report for 526

Random Forest indicates an improvement over both 527

SVC and Logistic Regression. It demonstrates higher 528

7
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Table 3: Classification report for SVC

Precision Recall F1-Score Support

Decrease /unchanged (0) 0.61 0.57 0.59 1512

Increase (1) 0.53 0.58 0.56 1287

Accuracy 0.57 2799

Macro Avg 0.57 0.57 0.57 2799

Weighted Avg 0.58 0.57 0.57 2799

Source: by author’s calculations

Table 4: Classification report for Logistic Regression

Precision Recall F1-Score Support

Decrease /unchanged (0) 0.64 0.5 0.56 1512

Increase (1) 0.54 0.68 0.6 1287

Accuracy 0.59 2799

Macro Avg 0.59 0.59 0.58 2799

Weighted Avg 0.6 0.59 0.58 2799

Source: by author’s calculations

precision and recall for the ”Decrease/Unchanged (0)”529

category compared to both previous models, with a530

precision of 0.64 (equal to Logistic Regression and531

higher than SVC’s 0.61) and a recall of 0.61 (higher532

than both SVC’s 0.57 and Logistic Regression’s 0.50).533

For the ”Increase (1)” category, Random Forest shows534

a slight improvement in precision over SVC and Lo-535

gistic Regression and a comparable recall to SVC.536

The overall accuracy of Random Forest is the high-537

est at 0.60, slightly better than Logistic Regression’s538

0.59 and notably better than SVC’s 0.57. Both the539

Macro and Weighted Averages for Random Forest are540

uniformly 0.60, indicating a consistent performance541

across the board and surpassing the averages for SVC542

and Logistic Regression. In essence, Random Forest543

outperforms the other two models in accuracy and544

maintains a balanced precision-recall across classes,545

showing it to be the most effective model among the546

three based on these metrics.547

The empirical results indicate that all three models548

perform stably in constructing predictive outcomes549

for each category. With an accuracy of 60%, the550

highest among the three models, Random Forest re-551

mains the most effective and suitable algorithm for552

classification tasks. However, in the case of the au-553

thor’s dataset, the results are lower than the previ-554

ous study where the predictive outcomes of themodel555

were above 70%. The limitations within the scope of556

the study, the characteristics of the market in Viet-557

nam, and a smaller scale might lead to these differ-558

ences in results. When trading based on the Random559

Forest model, if investors avoid stocks that decrease 560

or do not increase over the next three months com- 561

binedwithmarket research and the predicted increase 562

in business operations, the outcomes remain promis- 563

ing for investors to trade based on their own risk tol- 564

erance and profit-seeking. 565

CONCLUSION & RECOMMENDATION 566

Conclusion 567

In conclusion, this research highlights the nuanced 568

performance of machine learning algorithms in pre- 569

dicting stock price trends. The Random Forest algo- 570

rithm emerged as the most effective, demonstrating 571

a superior balance in precision and recall. This find- 572

ing is particularly insightful given the complex nature 573

of the Vietnamese stock market. The study’s results, 574

contrasting with the lower precision yet higher recall 575

of Logistic Regression and themodest performance of 576

Support Vector Classifier, underscore the importance 577

of choosing the right algorithmbased on specificmar- 578

ket characteristics and data qualities. 579

The effectiveness of the Random Forest algorithm 580

in your study, particularly for predicting stock price 581

trends, lies in its ability to manage complex, non- 582

linear data typical of the stock market. Its bal- 583

anced approach to classification helps navigate the 584

intricacies of financial data, making it a robust tool 585

for capturing the dynamic and often unpredictable 586

movements in stock prices. This suitability for han- 587

dling multifaceted financial datasets highlights Ran- 588

8
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Table 5: Classification report for Random Forest

Precision Recall F1-Score Support

Decrease /unchanged (0) 0.64 0.61 0.62 1512

Increase (1) 0.56 0.59 0.58 1287

Accuracy 0.6 2799

Macro Avg 0.6 0.6 0.6 2799

Weighted Avg 0.6 0.6 0.6 2799

Source: by author’s calculations

dom Forest as a highly applicable model for stock589

market analysis, especially in markets with intricate590

patterns and volatility like those in Vietnam.591

Th conclusion of this study in Vietnam’s stock mar-592

ket aligns with Patel et al. (2015)12 and Vijh et593

al. (2020)5, emphasizing machine learning’s var-594

ied effectiveness based on data characteristics. How-595

ever, your focus on a traditional model contrast with596

the trend towards deep learning in complex datasets597

highlighted by Shen and Shafiq (2020) 14 and Wang,598

Fan, andWang (2021)15. Your research reinforces the599

relevance of context-specific model selection, show-600

casing Random Forest’s robustness in markets like601

Vietnam, despite the global shift towards advanced602

deep learning models. Also, this conclusion in-603

tertwines the empirical findings with the theoreti-604

cal backdrop of Behavioral Finance and the Efficient605

Market Hypothesis. It suggests that while advanced606

machine learning techniques like Random Forest, as607

shown in your research, offer robust predictions in608

certain market contexts like Vietnam, these tools also609

bring a new dimension to the classic debate between610

rational market behavior and behavioral influences.611

This highlights the ongoing evolution and complex-612

ity of financial markets, where both traditional mod-613

els and emerging machine learning techniques are es-614

sential to capture the full spectrum of market dynam-615

ics.616

Recommendation617

Investors should recognize that machine learning, es-618

pecially Random Forest, has the potential to rev-619

olutionize their stock market analysis in emerging620

markets such as Vietnam. By harnessing the power621

of these advanced algorithms, investors can unlock622

deeper insights into market trends, helping them623

make data-driven decisions that account for complex624

variables. Moreover, the synergy between diversifi-625

cation strategies and technological advancements in626

financial analysis can create a comprehensive invest-627

ment approach that balances risk and returns while628

staying adaptable in an ever-evolving financial land- 629

scape. Furthermore, the dynamic nature of emerging 630

markets demands adaptability, and machine learning 631

models offer the flexibility to adjust investment strate- 632

gies rapidly based on evolving market conditions. By 633

integrating these models, investors can gain a com- 634

petitive edge and navigate the intricate landscape of 635

emerging markets with greater precision, potentially 636

yielding more successful investment outcomes. 637

The findings suggest that managers in financial insti- 638

tutions should incorporate machine learning insights 639

into their investment and risk assessment strategies. 640

Understanding the strengths of different algorithms, 641

like the effectiveness of Random Forest in specific 642

market conditions, can aid in better portfolio man- 643

agement and decision-making processes. Regular 644

training and updates on the latest financial technolo- 645

gies and machine learning applications could also be 646

beneficial. With the exponential growth of financial 647

data, machine learning provides a scalable and effi- 648

cient way to analyze vast datasets, identify trends, and 649

generate actionable insights. This can significantly 650

improve the speed and accuracy of decision-making, 651

enabling financial institutions to adapt swiftly to mar- 652

ket shifts and customer preferences. Moreover, the 653

ability of machine learning to detect subtle patterns 654

and anomalies enhances risk assessment, allowing for 655

more proactive risk mitigation strategies. In essence, 656

the integration of machine learning is not just a tech- 657

nological advancement but a strategic imperative for 658

financialmanagers looking to remain competitive and 659

resilient in a rapidly evolving industry. 660

Financial institutions can harness these insights to 661

gain a deeper understanding of market dynamics and 662

enhance their risk assessment and investment strate- 663

gies. The proficiency of machine learning models in 664

forecasting market trends can lead to more informed 665

decision-making within these institutions, particu- 666

larly in the context of emerging and volatile mar- 667

kets. Furthermore, promoting an environment that 668

encourages innovation in financial technologies while 669

9
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upholding market stability and investor protection670

is paramount. Regulators can play a pivotal role in671

achieving this balance by leveraging machine learn-672

ing insights to inform their regulatory policies and673

surveillance mechanisms.674

The research, while providing valuable insights, does675

have certain limitations that should be acknowledged.676

One notable limitation pertains to the scope of the677

data used. The analysis heavily relies on histori-678

cal data, which might not fully capture the nuances679

of rapidly changing market conditions, especially in680

emerging markets. Moreover, the effectiveness of ma-681

chine learning algorithms, such as Random Forest,682

can be influenced by the quality and completeness of683

the data available. Inaccurate or incomplete data may684

lead to suboptimal results. Additionally, the research685

primarily focuses on the application of specific algo-686

rithms and may not account for the evolving land-687

scape of machine learning techniques. As the field688

of machine learning continues to advance, newer al-689

gorithms may outperform those discussed in this re-690

search. Therefore, the findings should be interpreted691

within the context of these data and algorithmic lim-692

itations to ensure a comprehensive understanding of693

the research’s scope and implications.694

This research, while providing valuable insights, does695

have certain limitations that should be acknowledged.696

One notable limitation pertains to the scope of the697

data used. The analysis heavily relies on histori-698

cal data, which might not fully capture the nuances699

of rapidly changing market conditions, especially in700

emerging markets. To address this limitation, future701

research could incorporate real-time data sources and702

sentiment analysis to provide a more dynamic and703

up-to-date perspective on market trends. Moreover,704

the effectiveness ofmachine learning algorithms, such705

as Random Forest, can be influenced by the quality706

and completeness of the data available. Inaccurate707

or incomplete data may lead to suboptimal results.708

To mitigate this limitation, researchers can explore709

data cleansing and augmentation techniques, ensur-710

ing that the input data is as accurate and comprehen-711

sive as possible.712

Additionally, the research primarily focuses on the ap-713

plication of specific algorithms and may not account714

for the evolving landscape of machine learning tech-715

niques. As the field of machine learning continues716

to advance, newer algorithms may outperform those717

discussed in this research. Future studies could ex-718

plore a broader range of machine learning models719

and their applications in financial analysis to ensure720

a comprehensive understanding of the evolving land-721

scape.722

In conclusion, while acknowledging these limitations, 723

this research provides a strong foundation for further 724

exploration. Future research endeavors should aim to 725

overcome these constraints, incorporating real-time 726

data, improving data quality, and exploring a wider 727

array of machine learning algorithms. This approach 728

will not only enhance the robustness of financial anal- 729

ysis but also contribute to a more comprehensive un- 730

derstanding of the dynamic nature of the financial 731

markets and the evolving role of machine learning 732

within them. 733
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TÓM TẮT
Nghiên cứu này đánh giá hiệu suất của các thuật toán máy học trong việc dự báo xu hướng giá
cổ phiếu của các doanh nghiệp niêm yết trên Sở Giao dịch Chứng khoán Thành phố Hồ Chí Minh,
tập trung vào các ngành ngoài ngân hàng, bảo hiểm và chứng khoán. Dữ liệu nghiên cứu từ năm
2015 đến năm 2022, bao gồm dữ liệu lịch sử giá cổ phiếu và các chỉ số tài chính cơ bản của doanh
nghiệp. Bằng cách áp dụng các thuật toán máy học phổ biến như Phân loại Vector Hỗ trợ, Hồi quy
Logistic và Rừng Ngẫu nhiên, nghiên cứu này đánh giá và xem xét thuật toán hiệu quả nhất cho dự
đoán xu hướng chính xác. Kết quả cho thấy thuật toán Rừng Ngẫu nhiên vượt trội hơn các thuật
toán khác, mang lại một cách tiếp cận cân bằng giữa độ chính xác và tỷ lệ bỏ sót. Phát hiện này rất
hữu ích đối với các nhà đầu tư và các nhà phân tích tài chính trong việc đưa ra quyết định tài chính
và đầu tư, đặc biệt là trong bối cảnh một thị trường đang phát triển và năng động như Việt Nam.
Nghiên cứu nhấn mạnh sức mạnh của máy học trong dự báo tài chính, làm nổi bật tiềm năng của
nó trong việc cách mạng hóa chiến lược đầu tư. Kết luận của nghiên cứu làm rõ tầm quan trọng
của việc tích hợp các công cụ máy học, đặc biệt là Rừng Ngẫu nhiên, trong phân tích tài chính và
quá trình ra quyết định. Nghiên cứu này không chỉ cung cấp một công cụ thực tế cho các nhà
đầu tư mà còn đóng góp đáng kể vào tài liệu học thuật về dự đoán thị trường tài chính bằng các
phương pháp luận máy học.
Từ khoá: dự báo xu hướng cổ phiếu, máy học, chỉ số tài chính

Trích dẫn bài báo này: Tâm P H, Diệu D T N. Ứng dụng máy học trong dự đoán xu hướng giá chứng
khoán của các doanh nghiệp niêm yết trên Sở giao dịch chứng khoán Thành phố Hồ Chí Minh. Sci.
Tech. Dev. J. - Eco. LawManag. 2024; ():1-1.
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